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Abstract
Image reconstruction in MPI is often performed with the system matrix (SM) approach, where the signal of a
reference particle sample is measured on a predefined grid in the scanner. This calibration measurement is not
only very time-consuming but also places an upper limit to the spatial resolution of the reconstructed image, given
by the spacing between two adjacent SM grid points. Recently, implicit neural representations have shown great
results in computer vision. They allow for oversampling to gain a higher frequency explicit representation of an
object without fixing a certain upsampling scale. We show that this can be used to mostly restore an SM with up to
16x subsampling in 2D and to generate SMs of arbitrary size as an additional tool for image quality improvement.
However, we also found that classic spline interpolation is a reasonable tool for this task as well.

I. Introduction

Currently, for the system matrix-based reconstruction
approach, one needs to calibrate the system first. During
this calibration, the scanner characteristics, acquisition
scheme, and particle properties are encoded in the sys-
tem matrix (SM) [1]. This is a time-consuming process
as for example the calibration of a grid of 37×37×37 vox-
els takes about 33 h, in which the system is inaccessible
and it must be repeated whenever changes in the system
or the used particles occur. Furthermore, the SM’s grid-
ding provides an upper limit for the spatial resolution
of the image that is reconstructed using this SM, adding
to image quality degradations due to system noise and
background [2]. Reducing the calibration time in gen-
eral as well as reducing the calibration time for smaller
step-sizes in the SM are of high interest in MPI research.

In frequency domain, the SM components feature a

spatial dependence, which can be visualized as oscilla-
tory spatial patterns. Thus, techniques from computer
vision are an obvious choice to perform tasks like denois-
ing or resolution enhancement. In the last decades, deep
learning has become a powerful tool in both computer
vision and medical imaging for various tasks, including
image super-resolution. For MPI, Baltruschat et al. [3]
have shown that it is possible to recover a high-resolution
SM from a lower resolution one using a neural network,
which they trained with pairs of low- and high-resolution
SM components. While this approach benefits from the
supervised training manner, it is limited to a fixed upsam-
pling scale by the network architecture, which implies
that both input and output size are predefined. In this
work, we focus on a super-resolution approach using a
continuous representation of the SM by leveraging local
implicit image functions.
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I.I. Local implicit image function
The concept of implicit representations arose from the
fact that the visual world is continuous and only ma-
chines require the description of objects by discrete sam-
ples. Modeling an object by a function that maps co-
ordinates to their corresponding signal (RGB values in
case of an image) enables to generate the object at arbi-
trary resolutions. This mapping function is parametrized
by a neural network. Besides only using coordinates as
inputs, Chen et al. propose the local implicit image func-
tion (LIIF) representation as an additional input, in form
of local latent codes from the original image [4]. Their
method consists of two networks, an encoder to extract
the latent codes, which is trained in a self-supervised task
together with a decoding network that takes the coordi-
nates as inputs, queries the latent codes around these
coordinates, and then predicts the RGB values.

We propose to use this approach to learn a generaliz-
able continuous representation of the MPI SM to both
restore undersampled matrices that can be acquired very
quickly and to generate arbitrarily high resolved matrices
for better image quality in reconstructed images.

II. Materials and methods
For training of the LIIF network, we use an SM from
OpenMPIData [5], acquired with synomag®-D particles
on a grid of 37 × 37 × 37 voxels covering a volume of
(37×37×18.5)mm. Prior to training, SM frequency com-
ponents are selected by applying an SNR threshold of
3 and only using frequencies above 80 kHz and below
600 kHz, to eliminate noisy components. The compo-
nents are split 90/10 for training/validation and only the
central slice (slice 19) of each 3D frequency component
is used because it has high signal intensity, and it is RGB
encoded following [6]. Training is performed using the
original architecture of the LIIF network using the RDN
encoder [7] and cell decoding. The network is pretrained
on the DIV2K dataset [8], which contains natural high-
resolution RGB images, unrelated to MPI. In the network
fine-tuning, varying upsampling scales are included by
sampling a random scale r from the uniform distribu-
tionU (1, 4) for every image and cropping a patch of size
9r × 9r from the image. The network input is given by
downsampling the patches to 9×9 pixels and the ground-
truths by sampling 92 pixel samples (coordinate-RGB
pairs) from the patches so that the shape of all ground-
truths in a batch is the same. The model is trained for
1000 epochs with a batch size of 256. All other parameters
are the same as in the original paper [4].

Testing is performed on a second SM from Open-
MPIData, which is acquired with the tracer perimag®.
Measurements of the OpenMPIData resolution phantom
are reconstructed using the Kaczmarz algorithm with
Tikhonov regularization, where the regularization pa-

Figure 1: Two different frequency components of the high-
resolution ground-truth SM (HR GT), the 16x downsampled SM
(16x DS), the recovered SM using spline interpolation (SpI) and
using the LIIF network (LIIF). NRMSE values are given in %.

rameter is λ = 0.01, for 3 iterations. First, SM recovery
is evaluated by downsampling the test SM by a factor 16
and using the trained LIIF network to recover the original
resolution. Downsampling is performed by taking every
fourth voxel along both width and height of the image.
Second, the network is used on the test SM in original res-
olution to generate 16 times higher resolution. The LIIF
network is compared to using classic spline interpolation
with order 3. The SM recovery task was also performed
using compressed sensing on a ratio of 1/16 random pix-
els from the original SM which was not feasible to recover
most of the frequency components.

III. Results and discussion
In Figure 1, absolute values of the central slice (slice
19) of two frequency components can be seen. The
mean normalized root mean squared error (NRMSE)
over all frequencies between ground-truth and recov-
ered components is 12.77 % and 9.92 % for the LIIF net-
work and spline interpolation, respectively, which indi-
cates an improved performance of the spline interpola-
tion over the LIIF network. Visually, the LIIF network
generates sharper edges, though both spline interpola-
tion and LIIF also introduce significant artifacts in the
higher frequency component. These artifacts also trans-
late into the reconstructed resolution phantom, as can
be seen in Figure 2. However, both restored SMs enable
the reconstruction of the middle arm of the phantom,
where the LIIF network slightly outperforms the spline in-
terpolation. This is also confirmed by the NRMSE values
of 7.02 % for LIIF and 7.55 % for spline interpolation.
Next, the performance of the LIIF network to generate 16
times higher resolution is tested. As input the original SM
is used. The output resolution of 148×148 pixels was not
seen during training. The results in comparison to spline
interpolation can be seen in Figure 3, also including re-
constructions of the resolution phantom. For the lower
frequency component, the generated images look very
similar, while for the higher component some differences
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Figure 2: Reconstruction of the resolution phantom using the
original high-resolution SM (HR GT), the 16x downsampled
SM (16x DS) and the recovered SMs using spline interpolation
(SpI) and the LIIF network (LIIF). NRMSE values are given in %.

Figure 3: Two different frequency components of ground-
truth SM (GT) and generated SMs using spline interpolation
(SpI) and using the LIIF network (LIIF) and the corresponding
reconstructions of the resolution phantom.

are visible. Both LIIF network and spline interpolation
achieve an image that appears higher resolved, showing
the distinct pattern of the component. Again, the edges
in the pattern are slightly sharper for the LIIF network,
while also being more distorted than using spline inter-
polation. The noise at the image borders also stands out
less with the spline interpolation due to the overall higher
degree of smoothness in the image. Reconstructions of
the resolution phantom appear higher resolved in both
cases, although no additional information is gained from
the upscaling in comparison to the original reconstruc-
tion. The distortions from the LIIF network also translate
into the phantom.
The performance of the LIIF network was expected to
outperform spline interpolation by a larger margin but
a reason for the opposite case could be the small size of
the used SMs in general. Spline interpolation works well
because the used SMs are very regular. For the future, it
can be interesting to test less regular SMs, as well as to test
the LIIF network on irregular grids. The latter could be
useful to neglect single voxels from the SM measurement

based on voxel-based SNR or to focus the network on
a region of interest in the image center to prevent the
augmentation of noise at the image borders. Including
prior knowledge about the SM structure into the network
training could also be an option.

IV. Conclusion
In this paper, we have shown that it is possible to mostly
recover an SM with up to 16x subsampling in 2D with
an approach based on local implicit image functions.
For the used SMs, this amount of subsampling would
result in a calibration time reduction of over 90 %. The
proposed approach based on implicit representations
can work with arbitrary resolutions and is not limited
to the resolutions it has seen in training. However, for
the used SMs, spline interpolation is another reasonable
approach, which does not require any training. In an ex-
tension of this work, the LIIF network might be evaluated
on irregular SM grids and modified to support the whole
3D volumes of the SM components. An approach to di-
rectly use the extracted latent codes for reconstruction
should also be considered.
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