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Abstract
Magnetic particle imaging (MPI) is a pre-clinical imaging modality, whose system design is still evolving, in particular
towards human studies and clinical use. Therefore, many MPI scanners are custom-made distributed systems, both
on the hard- and the software side. In this work we present the open-source Julia framework MPIMeasurements.jl,
which implements a composable representation of imaging systems. It also offers flexible data structures that allow
the implementation of specific imaging protocols, such as online/offline measurements, repeated measurements
and system matrix calibrations. The project is designed to be expanded to new systems through community
development and component reuse. To showcase the versatility of the software package, we give an overview of
four very different MPI systems, which were realized with MPIMeasurements.jl.

I. Introduction

Devices for magnetic particle imaging (MPI) or mag-
netic particle spectroscopy (MPS), aside from commer-
cial products, are usually custom-made [1–10]. The com-
plexity and individuality of these systems can be a barrier,
both for entering the field of MPI as a researcher and to
software integration, maintenance and usage of the sys-
tems. On the hardware side, the OS-MPI project [11] in-
troduced an open-source project that aimed to alleviate
this barrier by providing hardware designs and support-
ing software for a field free line (FFL) imaging device.
The software side of these scanners is usually as special-
ized as the hardware itself and features closed-source
components with limited options for configuration. MPI

scanners are commonly implemented as heterogeneous
distributed systems, containing a wide range of devices
such as power amplifiers, safety, sensor and control cir-
cuits, robots, pumps, motors and components for signal
generation and acquisition.

During operation all these different components
need to be coordinated for a scanner to perform as in-
tended. This coordination consists of multiple steps with
different requirements. Asynchronous steps such as es-
tablishing the initial connection to components can hap-
pen in any order, while synchronous steps require a spe-
cific order, for example to avoid unintended output cur-
rents caused by inrush currents. On top of that, the signal
handling itself has hard real-time requirements during
the actual measurements.
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Figure 1: Systems using MPIMeasurements.jl. Each row shows a different system. The second column depicts an exemplary
plot of a systems typical Sequence, while the third columns lists distinctive properties of a scanner or its operation that are
covered by MPIMeasurements.jl.

In this work, we introduce the open-source Julia pack-
age MPIMeasurements.jl1, which provides a framework
for representing and working with MPI and MPS systems
as composable data structures. It is intended as a flexible
and community-developed project, that aims to cover
the control of a wide range of system. The package fea-
tures an extensible type hierarchy with generic interfaces
for the devices of a system, as well as the infrastructure
to plug-together and initialize a scanner as a collection
of these devices. It also includes data structures for im-
plementing custom scanner-agnostic imaging protocols.

1https://github.com/MagneticParticleImaging/
MPIMeasurements.jl

II. Methods and Materials

The main data structures of MPIMeasurements.jl are
theScanner, itsDevices,SequencesandProtocols,
which can all be instantiated and automatically config-
ured from text-based configuration files.

Devices: Each Scanner is composed of multiple
Devices arranged in dependency trees. A Device is
a configurable hard- or software component of a scan-
ner, such as a robot. The Device types form a hierar-
chy with generic interfaces and implementations. In
addition to the infrastructure for the hierarchy, MPIMea-
surements.jl also contains a number of concrete Device
implementations. In particular, it contains an implemen-
tation for a data acquisition (DAQ) system based on the
RedPitayaDAQServer project [12], which are Devices
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responsible for signal handling.
Sequences: The implementation of a DAQ Device is
tightly coupled to the Sequence data structure, because
the latter is an abstract description of the magnetic fields
being applied during an MPI experiment and the data
and the acquisition parameters. The parameters are
aligned with the MDF specification [13]. The magnetic
fields are generated by electrical and/or mechanical
channels, that can for instance be described by a sine
wave, an arbitrary waveform or the rotation of a perma-
nent magnet.
Protocols: The purpose of Protocols is to describe and
implement complex measurement procedures that may
involve several Devices and Sequences. For instance
Protocols are used to realized repeated measurements
or robot-based system-matrix calibration measurements.
To achieve this, a Protocol controls all Devices of a
scanner to perform all asynchronous and synchronous
parts of its respective measurement. A Protocol acts as
a running process and offers a communication channel,
which can be used for user interaction, querying and
storing of Protocol state and influencing the control
flow through manual user interaction, scripts, console
modes or even graphical user interfaces.

III. Results

The systems shown in Figure 1 are realized with a soft-
ware stack composed of MPIMeasurements.jl, RedPi-
tayaDAQServer. and MPIFiles.jl [14]. The selected sys-
tems showcase a variety of characteristics, devices and
measurement scenarios, all of which could be handled
by MPIMeasurements.jl. There is an additional exam-
ple in the package documentation that shows a com-
plete configuration of an MPS. The systems shown here
are, in order, an arbitrary waveform magnetic particle
spectrometer (AWMPS) [6], a scaled-down prototype of
a power-optimized field generator [7] and two 3D MPI
imaging systems [8, 9] based on a field free point (FFP)
and an FFL, respectively.

The combined signal handling for these systems cov-
ers a wide range of requirements, met by the flexibil-
ity of the Sequences and the performance of the DAQ
Device. Next to simple sinusoidal waveforms used for
the drive fields of the imaging systems, the AWMPS, the
field generator and the FFP systems also feature arbitrary
waveforms in different frequency ranges, from 4 Hz up
to 25 kHz. The sampling rate and sequence length of the
systems differ in a similar vein, with the extreme case
of the AWMPS measuring for up to 20 seconds at high
sampling rates of 15.625 MHz, which requires high trans-
mission rates. The number of send and receive channels
also varies per system, with both the AWMPS and FFL sys-
tem having two of each. The field generator has 18 send
and no receive channels, as the prototype is primarily

targeting force applications. And lastly, the FFP system
has four send channels and up to six receive channels,
the latter varying per measurement. In all systems, the
signals are fully synchronized. In the case of the FFL sys-
tem, the signals are additionally synchronized with the
mechanical rotation of permanent magnets.

Due to the generic interfaces of the Devices,
Protocols can be reused across systems, even if con-
crete Devices, such as the robots or the sensors of the
systems, come from different vendors. This is true not
only for basic measurement Protocols that can per-
form back- and foreground measurements with optional
robot movements, but also forProtocols that were orig-
inally written for specific operations with a specific sys-
tem. For example, the FFP system uses system matri-
ces for image reconstruction and the field generator re-
quires field measurements for calibration, both of which
are measured with specific multi-threaded Protocols.
These Protocol move either a delta sample or a field
sensor to different positions with a robot. They have been
optimized to reduce the runtime by processing the mea-
surement results of a previous position, while simultane-
ously moving the robot to the next position and prepar-
ing the DAQ Device for the next measurement. Both
Protocols work on different systems just by swapping
out the Scanner and Sequence configuration files.

IV. Conclusion and Discussion
In this work we presented the Julia package MPIMea-
surements.jl, which is intended as a flexible, extensible
and maintainable community project for MPI and MPS
measurement software. So far the project contains the
framework itself and concrete Device, Sequences and
Protocol implementations for the scanners we built in
our research groups. In the future we plan to migrate old
and realize new systems with MPIMeasurements.jl and
extend the package with new Devices and Protocols.

The generic type hierarchy of the Devices and
Protocols allows for code reuse across both imaging
systems and working groups. That, together with the em-
bedding of Protocols and Julia’s ease of development,
allowed for shorter development time.
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